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Abstract 
The increasing digitalization of developed societies contributes 
to reduce research costs, although it does not always meet 
quality criteria. This article offers an overview of advances in 
survey methodology after reviewing recent empirical research 
published in specialized journals. Special emphasis is placed 
on online survey and mixed survey methods, along with the 
handicaps of data collection using mobile devices. Deficits in the 
representativeness of the samples were detected due to coverage 
errors, non-response errors and the application of non-probabilistic 
sampling and volunteer panels. Also, there are deficits in the 
representativeness of the data due to measurement errors, to 
which recent technological advances contribute to their reduction. 
Each error is accompanied by consensual actions to reduce its 
impact on the quality of the survey.
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Resumen 
La creciente digitalización de las sociedades desarrolladas 
contribuye a abaratar los costes de la investigación, aunque no 
siempre cumpliendo criterios de calidad. Este artículo ofrece 
una panorámica de avances en metodología de encuesta tras 
la revisión de recientes investigaciones empíricas publicadas en 
revistas especializadas. Especial énfasis se pone en la encuesta 
online y los métodos mixtos de encuesta, junto con los hándicaps 
de la recopilación de datos mediante dispositivos móviles. Se 
detectan déficits de representatividad de las muestras por errores 
de cobertura, de no respuesta y la aplicación de muestreos no 
probabilísticos y paneles de voluntarios. También, déficits de 
representatividad de los datos por errores de medición, a cuya 
aminoración contribuyen recientes avances tecnológicos. Cada 
error se acompaña de actuaciones consensuadas para reducir su 
incidencia en la calidad de la encuesta.
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IntroductIon

Almost two decades have passed since 
the publication of the article “La senda 
tortuosa de la ‘calidad’ de la encuesta” 
(REIS, 111), and even more since the 
publication of two comprehensive mon-
ographs on survey errors (Groves, 1989; 
Biemer and Lyberg, 2003). Therefore, an 
update is necessary, in the context of a 
decrease in face-to-face surveys and an 
increase in online and mixed survey meth-
ods. This, despite the fact that, in 2003, 
Biemer and Lyberg affirmed that these 
types of surveys were the norm (p. 208). 
Mainly, these consist of panel surveys 
that begin in-person and are subsequently 
completed by telephone or self-comple-
tion. The objective is to reduce the eco-
nomic and time costs of the research by 
applying methods that are cheaper than 
face-to-face surveys, in addition to solv-
ing non-response, coverage and meas-
urement errors, by combining sampling 
frames, sample selection procedures and 
questionnaire administration. One recent 
illustration of this is offered by the Euro-
pean Social Survey (ESS). Round 12 of 
this survey will be mixed in 2025/2026: 
half of the sample will be face-to-face, 
and the other half will be self-comple-
tion of a questionnaire via web and postal 
mail. Round 13 (2027/2028) will move to 
only the online version, depending on the 
impact of Round 12 in their time series. 

On the other hand, according to the 
ESOMAR (2023), the digital world has be-
come the main source of information col-
lection. In Spain, 70  % of all the studies 
conducted in 2022 (and analyzed by In-
sights+Analytics) were quantitative, with 
28  % of all information collection being 
conducted electronically, 31 % online/mo-
bile quantitative, 7  % via telephone and 
only 4  % face-to-face. Of these, 37  % 
were panel surveys. These percentages are 
similar to those found globally, with 35  % 

of all studies being online/mobile quantita-
tive. This digital expansion would not have 
been possible without technological ad-
vances, which have facilitated access to 
the Internet and mobile devices even for 
the older population and those of a lower 
socio-economic status. 

This article examines advances in sur-
vey methodology and their translation into 
quality improvements, based on the results 
of empirical research published over the 
past decade in scientific journals that spe-
cialize in surveys. The overview begins by 
considering the potential and limitations of 
online surveys and mixed methods. It then 
goes on to detail the various survey errors 
within the theoretical framework of total 
survey error.

PotentIal and lImItatIons 
of online surveys and mIxed 
survey methods In socIal 
research

The expansion of web or online surveys 
is largely explained by their lower cost, 
which makes it possible to increase sam-
ple size and dispersion. This expansion 
is also due to their monitoring as a strat-
egy to reduce unit non-response and the 
application of panel studies. This is ac-
companied by the relative speed of data 
transmission, since it is stored directly 
in electronic format, as is the case with 
automated telephone survey modalities 
(CATI) and face-to-face surveys (CAPI). 
This helps reduce coding errors and 
speeds up the preparation and analysis 
of survey data. In addition to these po-
tentialities, there is also a greater flexibil-
ity of questionnaire design (question and 
answer formats) through the use of mul-
timedia software, and because the sur-
vey is self-completed. This self-comple-
tion is associated with a reduced social 
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desirability bias since responses are not 
given to an interviewer either in person or 
via telephone (Fricker et al., 2005; Gooch 
and Vavreck, 2019). But their absence 
may have a negative impact by obtain-
ing lower quality, more hasty responses 
(increased primacy bias1 and no item re-
sponse), since no one acts to motivate the 
individual to respond, clarifies any doubts 
or performs follow up on the informa-
tion collection (Cernat and Revilla, 2020; 
Heerwegh and Loosveldt, 2008).

There are other possibilities and limi-
tations given that the self-completed sur-
veys conducted online (CAWI: Computer 
Assisted Web Interviewing) may be com-
pleted using a mobile device (smart phone 
or tablet). This permits the integration of 
responses on attitudes and behaviors with 
specific behavioral data that is collected 
passively through sensors (GPS locations, 
accelerometers, devices for measuring 
physical activity, stress, etc.). The inte-
gration of subjective and objective data 
improves the measurement of behaviors 
by providing data that is less suscepti-
ble to recall errors and social desirability 
bias (Keusch and Conrad, 2022; Link et 
al., 2014; Struminskaya et al., 2020). Neg-
atively, the acceptance of these data col-
lection methods is low (Wenz and Keusch, 
2023). The same occurs with the option to 
take photos and track mobile device us-
age (such as web pages visited), which 
may also complement (and even replace) 
the data collected via surveys. Partici-
pants must remember to use it for each 
requested event. It requires ongoing mo-
tivation and commitment. Furthermore, 
they may choose to report only certain ac-
tivities, generating differential exclusion 
of the events under question, in addition 
to storage limitations, which may lead to 
data loss. 

1 Randomizing the response options makes the bias 
random and non-systematic.

The main handicap of the online survey 
continues to be the reduction of non-re-
sponses (Elevelt, Lugtig and Toepoel, 
20192; Jäckle et al., 2019; Struminskaya 
et al., 2021a), which compromise its qual-
ity and possibilities of inference. This 
challenge is compounded by coverage er-
rors (discussed in the next section) and 
the limitations of completing the survey 
with a mobile device. The questionnaire 
should have a format that facilitates re-
sponse when using a small touch screen, 
and the use of sensors installed on the 
device must be authorized. 

While answering survey questions or 
taking photographs allows an individual 
to control the information that is provided, 
for other activities (such as GPS location) 
the only control is to turn off data collec-
tion for privacy reasons. Studies on the 
willingness to perform additional tasks on 
a mobile device as part of a survey con-
clude that the predisposition is greater for 
tasks where the content being transmitted 
can be controlled (such as photographs) 
as compared to those that automati-
cally collect data (such as GPS location) 
(Revilla, Couper and Ochoa, 2019; Revilla 
et al., 20163; Wenz, Jäckle and Couper, 
2019; Wenz and Keusch, 20234). It has 
also been observed that people who use 
their device more intensively (measured 

2 In their Time Use Study, 43  % of panel members 
responded positively to the invitation to participate 
in the smartphone version, and only 29  % com-
pleted all stages of the study, with their sociodemo-
graphic profile being different from those who did 
not participate in some of the tasks, such as record-
ing GPS data.

3 Their study shows that willingness to use GPS varies 
by country: from 30 % of the respondents in Mexico to 
17 % in Portugal; in Spain, 24 %.

4 Based on the Technology Acceptance Model, the will-
ingness to download a smartphone app was examined 
in 1876 members of the NORC AmeriSpeak Panel. They 
found that willingness increased in studies where they 
could control data collection. It was possible to tem-
porarily disable it or review the data before it was sub-
mitted. 
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by the frequency of application down-
loads and the number of applications 
used) are more predisposed to participate 
in mobile data collection tasks than those 
who are concerned about the privacy and 
security of the data that they provide. Par-
ticipation is also affected by the organiza-
tion sponsoring the study and its duration, 
as with other survey methods, favoring 
those that take less time and are spon-
sored by universities (Struminskaya et al., 
2021b). Allowing the person to choose the 
mode (voice, text, video) of responding to 
the survey also encourages participation 
by increasing satisfaction with the survey 
(Conrad et al., 2017).

Regarding mixed survey methods (on-
line self-completion in-person or by tele-
phone), economic reasons and an in-
crease in response rate in cross-sectional 
and panel studies also encourage their ex-
pansion. These methods include a more 
diverse population, reducing coverage 
and non-response errors, which decrease 
the study’s representativeness (Cornesse 
and Bosnjak, 2018; Jäckle, Lynn and 
Burton, 2015; Lugtig et al., 2011). Some 
surveys offer the option of choosing the 
preferred mode of being surveyed from 
the get-go, while in others, the mode is 
assigned depending on the response pro-
pensities of each population group dur-
ing fieldwork. This latter approach has the 
advantage of applying the method having 
the highest response probability by the 
given population (Cornesse and Bosnjak, 
2018). However, the response rate of on-
line surveys continues to be a negative, 
even when questioning professionals have 
full access to the Internet and high edu-
cation levels (Cea D’Ancona and Valles, 
2021)5.

5 In the survey conducted on 7989 teachers and re-
searchers from public and private Spanish universities 
randomly selected for the MEDIM II project (CSO2016-
75946-R), 1667 ultimately completed it after receiving 
six reminders. 

Progress In comPlIance wIth 
qualIty crIterIa wIthIn the 
framework of total survey 
error

The logistic and discriminant regression 
models obtained in the Social perception 
of surveys (III), conducted by the Center 
for Sociological Research (CIS) in 2017 
(Cea D’Ancona, 2022), reveals that in 
surveys, trust depends on the utility at-
tributed to the same. This utility is con-
nected to the representativeness of the 
sample and the validity of the data it pro-
vides, in addition to its consideration as 
being beneficial for people. From its re-
sults, it may be concluded that the de-
gree of compliance with quality require-
ments can determine participation in a 
survey, depending on the reliability at-
tributed to the data that it provides. But 
what determines the quality of the sur-
vey? Although there is consensus that a 
low response rate decreases its quality, 
a high rate is not synonymous with qual-
ity (Eckman and Koch, 2019), since it de-
pends on various errors.

When assessing survey quality, the 
theoretical frame of reference is the to-
tal error of the survey, which, as Lyberg 
(2012) indicates, allows the survey to 
be optimized, minimizing the accumu-
lated size of all sources of error, given 
the budgetary limitations. It consists of 
different sources of error that contribute 
to survey estimates deviating from ac-
tual values (Groves, 1989; Groves and 
Lyberg, 2010; Lyberg and Stukel, 2017). It 
includes no observation errors, which in-
fluence the selection of the sample to be 
analyzed: coverage errors (not including 
the entire study population), sampling er-
rors (the sample does not represent the 
population), and no response errors (of 
the unit or of the item). Although these 
are the most frequently analyzed errors, 
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with specific formulas that quantify their 
incidence (Groves, 1989), the complete 
analysis of quality also includes meas-
urement, observation or response errors. 
The latter relate to the representative-
ness of the information provided by the 
survey. It affects the survey method ap-
plied, especially when addressing topics 
that are susceptible to social desirability 
bias (Cea D’Ancona, 2017; Heerwegh and 
Loosveldt, 2008; Kreuter, Presser and 
Tourangeau, 2008; Zhang et al., 2017). 
Also, the design of the questionnaire, the 
mediation of the interviewer (when ap-
plicable), the attitude of the person sur-
veyed and the treatment of the survey 
data (such as editing, coding of open 
questions, recording, weighting, impu-
tation, tabulation, statistical modelling, 
etc.). Therefore, advances in survey qual-
ity include both groups of errors. 

Incidence of non-observation errors  
on sample representativeness

The growing use of online surveys has 
been accompanied by a debate on the 
representativeness of the sample that ul-
timately completes them. This does not 
only refer to coverage errors, given the 
lack of sampling frames of Internet users 
that make it possible to apply probability 
sampling in surveys of the general popu-
lation (even using web-push). The repre-
sentativeness of non-probability samples 
and low response rates are also the sub-
ject of debate. 

Coverage errors exist when certain 
units of the population of interest do not 
have the opportunity to be surveyed, be-
cause they are not included in the sam-
pling frame (Groves et al., 2009). This af-
fects the proportion of the population 
that is not covered and their differences 
with those that are covered, especially if 
they are related to the topic of the survey. 

However, a significant decline is being de-
tected in the overrepresentation of highly 
educated people in the population that 
accesses the Internet (Sterret et al., 2017). 
A certain level of skill is needed to com-
plete online questionnaires, and this may 
negatively affect the participation of less 
educated individuals and those with less 
interest in the topic of the survey. This is 
referred to as the “digital divide” in differ-
ential access and use of the new technol-
ogies. Therefore, coverage error continues 
to be the source that most attenuates the 
representativeness of online surveys di-
rected to the general population, although 
they also exist in other surveys (such as 
telephone surveys with exclusive sampling 
of landlines or mobile phones). This er-
ror increases in online surveys completed 
with mobile phones. It involves having 
the device, the ability to use it for the re-
quested task, and the willingness to pro-
vide one’s consent to share their data 
(Antoun et al., 2019; Couper et al., 2018; 
Keusch et al., 2023; Keusch et al., 2019; 
Wenz, Jäckle and Couper, 2019). A de-
crease in the same implies providing ac-
cess to mobile phones, connection to mo-
bile Internet service, and support during 
the survey self-completion process.

When online surveys are completed 
by panels of volunteers, this adds to the 
debate regarding the representativeness 
of samples selected via non-probabilis-
tic methods. This is especially the case 
when individuals recruit themselves in re-
sponse to survey advertisements, a com-
mon practice in non-probability surveys 
(Callegaro et al., 2014; Cornesse et al., 
2020). These advertisements tend to at-
tract people having specific sociode-
mographic profiles, values   and habits, 
who may be simultaneously participat-
ing in several online panels (Tourangeau, 
Conrad and Couper, 2013). They are dis-
tinguished by their greater political knowl-
edge and their preference for center-
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left wing parties and policies (Karp and 
Luehiste, 2015; Valentino et al., 2020), 
and by a lower presence of individuals 
over the age of sixty-five (Loosveldt and 
Sonck, 2008). This deteriorates the repre-
sentativeness of the sample and the ob-
taining of biased estimates (Bethlehem, 
2010;  Chang and Krosn ick ,  2009; 
Cornesse and Bosnjak, 2018; Wang et al., 
2015). Furthermore, it is observed that in-
dividuals who actively participate in var-
ious panels may even provide erroneous 
data to increase their economic compen-
sation (Toepoel, Das and Soest, 2008; 
Cornesse and Bosnjak, 2018).

While probabilistic sampling makes 
it possible to estimate the precision of 
sample estimates, with confidence in-
tervals and margins of error (Kish, 1965), 
non-probabilistic sampling (mainly con-
venience samples) does not calibrate the 
occurrence of errors at each stage of 
the sample design. All that is verified is the 
closeness of the final sample to the study 
population in terms of specific characteris-
tics. As occurs with non-probabilistic sam-
pling by quotas, which are designed to en-
sure that the sample coincides with the 
population in key demographic parame-
ters. To the extent that this is certain, in-
ferences made from quota samples will be 
accurate (Cornesse et al., 2020).

But even probabil ity samples may 
be inaccurate given the variations in the 
probability that certain groups of the 
population will end up participating in 
the survey, with systematic (non-ran-
dom) non-response. Statistical adjust-
ments used to reduce systematic biases 
in probability samples are also applied in 
non-probability samples, in global adjust-
ments and for specific results. These in-
clude propensity score weighting, which 
is applied once the survey data collec-
tion has been completed, and which uses 
data from the population or from a large 
probability sample as a reference. Typi-

cally, a logistic regression model is used 
based on demographic, behavioral, and 
attitudinal variables measured in both 
data sets to predict the probability that a 
particular unit belongs to the non-prob-
ability sample. This is weighted using 
the inverse of the predicted probabil-
ity derived from these propensity mod-
els (Lee, 2006; Valliant and Dever, 2011). 
On the other hand, sample matching at-
tempts to form a balanced non-proba-
bilistic sample by selecting units from a 
very large frame (such as the list of mem-
bers of a voluntary participation panel), 
based on a series of characteristics 
that match those corresponding to the 
units of the reference probability sam-
ple (Bethlehem, 2016). The comparison 
procedure is based on a distance metric 
(such as Euclidean) to identify the clos-
est match between pairs of units, based 
on the set of common features. Matching 
prior to the onset of the survey is con-
ducted to reduce differences between 
the non-probability sample and the pop-
ulation in key variables. Unlike propen-
sity weighting, the matching of samples 
is not an explicit weighting technique, 
but rather, it is a method that attempts 
to balance the non-probabilistic sam-
ple. In both cases, however, there is no 
guarantee that biases in non-probabil-
ity samples will be completely eliminated 
(Cornesse et al., 2020; Little et al., 2020). 

After reviewing the available empiri-
cal evidence, Cornesse et al. (2020) in-
sisted to support the recommendation to 
continue relying on probability sampling 
surveys. Lavrakas et al. (2022) would do 
the same, comparing online panels by 
administering the same questionnaire 
in eight independent national samples. 
They also recommend greater transpar-
ency on behalf of the surveying compa-
nies. The availability of reports that de-
scribe the methodology used to collect 
and manipulate the data is considered to 
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be of the utmost importance in determin-
ing whether the surveyed individuals are 
actually representative of their population. 

Regarding non-response errors (of unit 
and of item), it should be reiterated that 
response rate is only mildly associated 
with this error (Groves et al., 2008; Groves 
and Peytcheva, 2008). Relatively low re-
sponse rates may accurately reflect the 
population, if the set of individuals com-
pleting the survey varies randomly from 
the non-responders (Bethlehem, Cob-
ben and Schouten, 2011; Cornesse and 
Bosnjak, 2018). The incidence of non-re-
sponse on the quality of the survey de-
pends on the profiles of the respondents, 
their connection with the topic at hand, 
the interest that it arouses in the popula-
tion to be surveyed (Groves, Presser and 
Dipko, 2004; Keusch, 2013) and its sen-
sitivity (Couper et al., 2010; Tourangeau 
and Yan 2007). Surveys addressing highly 
stigmatized behaviors tend to be less fre-
quently answered by those who partici-
pate the most in such behaviors, under-
mining their representativeness (Plutzer, 
2019).

Telephone surveys repeatedly show 
that older people are overrepresented, 
while in online surveys, they are underrep-
resented, along with those of a lower so-
cioeconomic status (Bech and Kristensen, 
2009; Couper, 2000; Roster et al., 2004). 
On the other hand, those who are the 
most active in their community tend to be 
more participative in surveys, since they 
perceive them as public good, with their 
participation being considered prosocial 
behavior (Beller and Geyer, 2021; Groves, 
Singer and Corning, 2000). This is in line 
with the conclusion that altruistic val-
ues predict survey participation (Groves, 
Cialdini and Couper, 1992). The survey 
structure (type and format of the survey 
questions) also contributes to this, to-
gether with the guarantees of privacy and 
confidentiality that are provided. 

If the survey is online, the probability 
of participating is also influenced by phys-
ical capacity (vision, ability to respond) 
and familiarity with digital devices, in ad-
dition to type of data that is to be col-
lected since the requirement of down-
loading an application tends to reduce the 
willingness to participate (Jäckle et al., 
2019; Wenz, Jäckle and Couper, 2019). To 
avoid this, it is recommended that addi-
tional instructions or screenshots be pro-
vided on how to access the app store, 
download it and install it in the device. 
When the individual is not sufficiently fa-
miliar with or uses the computer or device 
less intensively, it is recommended that 
an interviewer be available to offer as-
sistance through a support hotline. And, 
to ensure that security is not a concern, 
the invitation letter should inform of the 
guarantees of confidentiality, highlight-
ing the importance of participating in the 
survey. Additional reminders will also be 
sent to over-surveyed populations and 
panel studies (Struminskaya et al., 2021b; 
Mol, 2017). Reminders sent via instant 
messaging (SMS) have been shown to be 
more effective at increasing the response 
rate, since they are better at attracting at-
tention and are more effective in estab-
lishing legitimacy (Andreadis, 2020; Kocar, 
2022).

Regarding the questionnaire, survey 
duration, the difficulty of the questions, 
the content of the first question and the 
use of the progress bar (in online surveys), 
they are related to response rate (Liu and 
Wronski, 2018). Time of year appears to 
have an impact (better in September and 
the winter) as does the day of the week 
(Monday, followed by Tuesday), as com-
pared to Saturday and Sunday, when it is 
less likely that online survey will be com-
pleted (Fang et al., 2021). They tend to be 
postponed to Monday, due to family and 
domestic obligations, as well as the need 
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to disconnect from activities that are cog-
nitively demanding.

The incidence of non-response on sur-
vey quality, which magnifies other errors 
in sample representativeness, may be re-
duced through various actions. This in-
cludes offering incentives for online sur-
veys (Becker, Möser and Glauser 2019; 
Göritz, 2006), in addition to other methods. 
There is also the option of reviewing and 
eliminating data that one does not wish 
to transmit to the researcher (Wenz and 
Keusch, 2023). Also, the letter of invitation 
may include a link to an app store (Lawes 
et al., 2022) to facilitate safe downloading.

Once data have been collected, sta-
tistical adjustments are applied to reduce 
the negative impact of non-response, as 
with other non-observation errors. This 
includes weightings that correct for so-
ciodemographic differences between the 
final sample and the population. Their ef-
fectiveness depends on how closely the 
selected variables are related to the sur-
vey topic, the propensity to respond to it, 
and the quality of the data available. This 
data includes population statistics (cen-
sus, population register, etc.), administra-
tive data (if it is possible to link records), 
and data from commercial sources con-
taining characteristics of neighborhoods 
and housing units (West et al., 2015). 

An auxiliary source of information is 
the interviewer’s observations on the 
characteristics of the population surveyed 
when they mediate the data collection. 
Compared to the characteristics available 
at the area level, those provided on hous-
ing can provide information of interest 
for the survey and the weighting adjust-
ments. On the downside, these observa-
tions may vary greatly between observers, 
and they lack the necessary quality. Their 
application requires additional training 
for the interviewers and their responses 
must be accompanied by photographs, 

which would be reviewed as a group to 
reduce the variation between the inter-
viewers (Ren et al., 2022). It should also 
be considered that the observations tend 
to capture observable classification var-
iables that are not always key in the sur-
vey. Therefore, their utility in reducing the 
no response error depends on how related 
they are to the topic of the survey and 
that they do not constitute value judg-
ments. In the case of virtual observations 
via Google Street View, they are subject 
to coverage problems (fewer in non-urban 
areas) and time lag with the date when 
the images were taken (Vercruyssen and 
Loosveldt, 2017). 

Impact of measurement errors on the 
representativeness of the information

Observational or measurement errors are 
the deviations of responses from the ac-
tual values   (Groves, 1989; Couper, 2000). 
Their size may be affected by decisions 
made during the survey design, from the 
selection of the method to the precise for-
mulation of questions and answers, af-
fecting the survey results and the draw-
ing of erroneous conclusions (Saris and 
Revilla, 2016). In a recent study, Poses et 
al. (2021) quantified the average measure-
ment quality at 0.65 for 67 questions in the 
European Social Survey across forty-one 
country language groups. Of the observed 
variance, 65  % came from latent interest 
concepts, while 35 % was due to measure-
ment error. Previously, DeCastellarnau and 
Revilla (2017) found estimates of measure-
ment quality between 0.60 and 0.89 for the 
questions from the fifth wave of the online 
Norwegian Citizen Panel.

Regarding the question-answer pro-
cess, Tourangeau, Rips and Rasinski 
(2000) suggested that the quality of the 
response depends on the thoroughness 
of four cognitive steps: understanding 
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the question, retrieving relevant informa-
tion from memory, formulating a judgment 
and selecting a response. Biased effects, 
which lead to unrealistic responses, are 
often referred to as response effects. This 
includes random, inattentive responses 
or insufficient effort to respond (Maniaci 
and Rogge, 2014). Regardless of the con-
tent of the question, they include acquies-
cence bias (or the tendency to agree re-
gardless of the question asked), primacy 
bias (selecting the first reasonable re-
sponse option) and recency bias (choos-
ing the last), when failing to make an effort 
in the response process. While recency 
bias is more present in telephone sur-
veys, primacy bias is more prevalent in 
self-completed surveys (Christian, Dillman 
and Smyth, 2007). 

In addition, there are errors caused by 
the order of the survey questions and their 
content (those questions referring to the 
past and that are vulnerable to social de-
sirability bias). This may be affected by the 
interest in the survey topic (Anduiza and 
Galais, 2016) and the educational level of 
the individual surveyed. In general, meas-
urement errors are more frequent in indi-
viduals with a lower educational level. The 
exception, the social desirability bias, is 
more common in those with a higher edu-
cational level. They are more likely to per-
ceive the intentionality of the question, of-
fering a differential response depending on 
the survey method applied, and favoring 
self-completed ones (Cea D’Ancona, 2017; 
Chang and Krosnick, 2009; Heerwegh 
and Loosveldt, 2008; Kreuter, Presser and 
Tourangeau, 2008; Zhang et al., 2017). 

Given their complexity and the dif-
ferent factors involved in the response, 
measurement errors are difficult to con-
trol, although studies have examined how 
to minimize them and improve survey de-
sign (Callegaro, Manfreda and Vehovar, 
2015; Couper, 2008; Tourangeau, Conrad 
and Couper, 2013). Although online sur-

veys are cost-effective, fast and easy to 
implement, data quality (in terms of meas-
urement) is compromised when questions 
are answered at random or with low mo-
tivation to correctly interpret their con-
tent and comply with the survey instruc-
tions. This raises questions about the 
quality of their measurements, due to the 
lack of control of face-to-face interviews 
and their greater vulnerability to acqui-
escence bias (Fricker et al., 2005; Zhang 
and Conrad, 2014), as well as errors fa-
cilitated by typing with the fingertips on 
a small virtual keyboard (when answering 
via mobile device). This leads to consider-
ation of the length of the answers to open 
questions as an indicator of satisfaction 
(Mavletova and Couper, 2013). 

As self-completion surveys, the poten-
tial of online surveys is highlighted since 
they allow respondents to decide when to 
answer the questions. They also permit the 
verification of relevant information before 
their completion. This creates less pres-
sure (than telephone surveys) to provide 
fast answers, resulting in more accurate 
responses to questions of knowledge and 
those referring to the past (Braunsberger, 
Wybenga and Gates, 2007; Fricker et al., 
2005). They also encourage the report-
ing of socially undesirable opinions or be-
haviors, unlike telephone surveys, which 
are more vulnerable to social desirabil-
ity (Chang and Krosnick, 2009; Christian, 
Dillman and Smyth, 2007; Kreuter, Presser 
and Tourangeau, 2008). On the other hand, 
face-to-face surveys favor a better rela-
tionship between the interviewer and the 
respondent as well as the validation of the 
survey’s legitimacy (Jäckle, Roberts and 
Lynn, 2010). Therefore, there is a lower risk 
of social desirability bias as compared to 
telephone surveys (Hope et al., 2022). 

Among the actions used to reduce 
careless responses ( less common in 
women and those with a higher educa-
tional level) are items that verify whether 
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attention is paid when answering the sur-
vey questions (Berinsky, Margolis and 
Sances, 2014). Online surveys are more 
dependent on questionnaire design since 
no interviewer is present to clarify the 
questions and encourage respondents to 
answer them. Their visual stimuli increase 
survey motivation and participation since 
they make them more fun and entertain-
ing (Bărbulescu and Cernat, 2012; Liu et 
al., 2015; Mavletova, 2015). Other mo-
bile-specific design improvements include 
the use of user-friendly input tools and the 
avoidance of formats that make their use 
more difficult (sliders, drop-down boxes 
that become selectors), as well as the ap-
plication of the Responsive Web Design 
to adapt the questionnaire to different 
screen sizes (Antoun, Couper and Conrad, 
2017).

In face-to-face and telephone sur-
veys, the interviewer’s performance can 
increase measurement errors. Although 
it may help decrease the difficulty of the 
task by reducing the cognitive demands 
of the question (by offering clarifications 
on question-answers), it may result in er-
rors when formulating questions and re-
cording answers (West and Blom, 2017). It 
has also been observed that sociodemo-
graphic (mis)matches between the inter-
viewer and the respondent may affect the 
non-response of units and items in face-
to-face surveys (Bittman, 2020; Durrant 
et al., 2010). The main theoretical frame-
work explaining this is the theory of link-
ing or connection (Groves, Cialdini and 
Couper, 1992). It suggests that people 
prefer to interact with those that they like 
based on their sociodemographic char-
acteristics, attitudes or beliefs. It is ob-
served that matching by gender, age, ed-
ucational level and skin color increases 
cooperation and participation in the sur-
vey (Blanchard, 2022; Durrant et al., 2010; 
Vercruyssen, Wuyts and Loosveldt, 2017). 
In contrast, social distance theory argues 

that too much distance (in sociodemo-
graphic terms) between the interviewer 
and the respondent will result in biased 
responses (Dohrenwend, Colombotos and 
Dohrenwend, 1968). In panel surveys, it 
is observed that keeping the same inter-
viewer fosters the confidence of the indi-
viduals surveyed and the sincerity of their 
response (Kühne, 2018). 

The observations noted after the in-
terview may be used as indicators of re-
sponse quality, including the degree of 
understanding and cooperation of the 
questionnaire respondent (as in the case 
of the European Social Survey or those 
conducted by the CIS). They help to 
identify potential faults in data quality. 
While these observations typically focus 
on non-response errors, they are use-
ful in terms of adjusting for unit non-re-
sponse and panel wear (West, Kreuter 
and Trappmann, 2014). However, they 
may be subject to interviewer variance ef-
fects and measurement errors (Sinibaldi, 
Durrant and Kreuter, 2013), as previously 
mentioned. Likewise, the bias that inter-
viewers may introduce in the selection of 
cases (sample units) must be considered. 
Since they are usually evaluated by the re-
sponse rates obtained, selecting house-
holds or individuals having a greater prob-
ability of completing the survey makes 
them more productive, especially when 
payment is received for completed ques-
tionnaires. Commonly used quality control 
measures, such as verifications (telephone 
re-interviews or brief return visits to ver-
ify that they were surveyed), audio record-
ings, and time stamps, do not necessarily 
detect deviations from protocol, leading 
to a dangerous situation. Artificially high 
response rates because hard-to-contact 
cases are not recorded as non-respond-
ents, artificially high response rates indi-
cate that selection has been manipulated, 
and that the data may not represent the 
population (Eckman and Koch, 2019). To 
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avoid this manipulation in the selection of 
sample units, sampling methods should 
be used that minimize their selection ca-
pacity, improve their training and super-
vision, and ensure that they do not feel 
pressured to attain high response rates. 
Also, additional quality controls should be 
applied to those who complete many in-
terviews in the first contact, even verifying 
their behavior using GPS devices.

Finally, the length of the interview can 
also affect the quality of the response 
(Olson and Peytchev, 2007; Roberts et al., 
2019; Vandenplas, Beullens and Loosveldt, 
2019). Measurements of duration, pace 
(minutes per question) and speed (ques-
tions per minute), calculated from para-
data, serve as indicators of interviewer 
performance. Those who deviate the most 
from the standardized interview protocol 
and speed up the interview contribute the 
most to this component of measurement 
error (Olson, Smyth and Kirchner, 2020; 
Vandenplas, Beullens and Loosveldt, 2019; 
Wuyts and Loosveldt, 2022).

In short, interviewer variance is a key 
component of measurement error, and it 
is quantifiable. This variance includes all 
deviations from the overall mean response 
resulting from the individual’s combina-
tion of physical characteristics, interview 
style, and questionnaire completion (such 
as writing the literal answer to open ques-
tions, correctly marking answers to closed 
questions, or not skipping any question). 
However, its effect on the response may 
be random (different errors in each in-
terview) or systematic (in all of the inter-
views conducted). In the latter case, it 
would have a greater impact on the survey 
quality. Its reduction requires increasing 
the number of interviewers to ensure that 
poor performance results in fewer ques-
tionnaires and that the error is random, 
increasing the interviewer’s variance, in 
addition to intensifying their training and 
supervision. Wuyts and Loosveldt (2022) 

recommend audio recordings to eliminate 
or once again educate interviewers on the 
worst interview practices at the start of 
the field work. They also suggest the use 
of “trace” data from their course of ac-
tion, as well as keystrokes, which register 
all of the entries made from the keyboard, 
mouse and tactile screen. As with the in-
terview time data, their collection is free 
and can be used to flag suspicious prac-
tices. Furthermore, the assessment of cir-
cumstances where their specific charac-
teristics may affect the response is also 
conducted. This is especially the case 
when the survey topic is directly related to 
some of the visible characteristics and the 
surveyed individual hides his/her response 
because it may be considered offensive or 
embarrassing, as indicated previously by 
Fowler and Mangione (1990).

conclusIons

Survey continues to be the predominant 
methodological strategy for obtaining 
large volumes of information to describe 
and understand the formation of pub-
lic opinion, changes over time, and the 
links between attitudes and behaviors of 
the population. However, to achieve its 
objectives, it must provide credible data 
for those who finance, use, and analyze 
them; it must meet minimum quality crite-
ria to justify its high cost. 

Over the past decade, both advances 
and setbacks have occurred, due to the 
desire to reduce the economic cost and 
the time required to obtain the informa-
tion from surveys. Undoubtedly, com-
puter advances are contributing to the 
digitalization of the survey and the low-
ering of its cost, accompanied by quality 
improvements, with the reduction of er-
rors thanks to questionnaire administra-
tion, response recording and interviewer 
performance (when recording data from 
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the interview). However, these advances 
are not solutions. Notable issues con-
tinue to exist in the form of non-observa-
tion and measurement errors, which are 
not always resolved by the application of 
mixed surveys, due to incompatibilities in 
sampling frames, sample selection proce-
dures (probabilistic and otherwise), ques-
tionnaire design and comparability of re-
sponses. This is especially the case in 
subjective topics and those that may be 
vulnerable to social desirability bias. 

Completing surveys with mobile de-
vices has not been found to present a 
problem. Improvements in connectivity, 
battery life, mobile interfaces (easier text 
entry), questionnaire design and objec-
tive data collection may increase the dom-
inance of the use of these devices in so-
cial research, although it is not a panacea. 
There are major handicaps in the use of 
these devices, which is not helped by the 
fact that no mediator is present during in-
formation collection.

The review of empirical research con-
ducted during this work raises the debate as 
to what should be prioritized: the availability 
of data in a relatively short period of time at 
a minimum cost or a quality survey, although 
having higher economic and time costs. Us-
ing the information provided here, the reader 
can draw his/her own conclusions.
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